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Abstract

Max-stable processes are the most popular models for high-impact spatial extreme events,

as they arise as the only possible limits of spatially-indexed block maxima. However, like-

lihood inference for such models suffers severely from the curse of dimensionality, since the

likelihood function involves a combinatorially exploding number of terms. In this paper, we

propose using the Vecchia approximation, which conveniently decomposes the full joint den-

sity into a linear number of low-dimensional conditional density terms based on well-chosen

conditioning sets designed to improve and accelerate inference in high dimensions. Theoreti-

cal asymptotic relative efficiencies in the Gaussian setting and simulation experiments in the

max-stable setting show significant efficiency gains and computational savings using the Vec-

chia likelihood approximation method compared to traditional composite likelihoods. Our

application to extreme sea surface temperature data at more than a thousand sites across the

entire Red Sea further demonstrates the superiority of the Vecchia likelihood approximation

for fitting complex models with intractable likelihoods, delivering significantly better results

than traditional composite likelihoods, and accurately capturing the extremal dependence

structure at lower computational cost.
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1 Introduction

Max-stable models have been used extensively for describing the dependence structure in

multivariate and spatial extremes (Padoan et al., 2010; Segers, 2012; Davis et al., 2013;

de Carvalho and Davison, 2014; Huser and Davison, 2014; Huser and Genton, 2016). They

are natural models to use since they are characterized by the max-stability property, which

arises in limiting joint distributions for block maxima with block size tending to infinity; see

the reviews by Davison et al. (2012), Davison and Huser (2015) and Davison et al. (2019).

However, likelihood-based inference for high-dimensional max-stable distributions is com-

putationally prohibitive (Padoan et al., 2010; Castruccio et al., 2016). Although the likeli-

hood function has a known general expression, it involves a combinatorial explosion of terms,

which makes it impossible to evaluate it exactly, even in relatively small dimensions. In clas-

sical geostatistics, Gaussian graphical models, which are represented in terms of a conditional

independence graph, play a key role for modeling big spatial data as they lead to Gaussian

Markov random fields (Rue and Held, 2005) with a sparse precision (i.e., inverse covariance)

matrix, which are directly linked to certain classes of continuous-space Gaussian stochas-

tic partial equation models (Lindgren et al., 2011). Thanks to the Hammersley–Clifford

Theorem, the joint density of graphical models can be decomposed into lower-dimensional

densities according to the underlying graph, thus making computations much faster. In the

extremes context, recent work has shown how to build graphical models for multivariate

extremes based on high threshold exceedances modeled through the multivariate Pareto dis-

tribution (Engelke and Hitz, 2020; Engelke and Ivanovs, 2021). However, interestingly, it

is possible to show that conditional independence in max-stable models with a continuous

joint density already yields full independence (Papastathopoulos and Strokorb, 2016). This

implies that non-trivial Markov max-stable models do not exist, and thus, that likelihood-

based inference for max-stable processes is not just a challenging task; it is, by nature of the

problem, intrinsically difficult. In other words, this computational bottleneck is “built-in”,

and cannot be easily bypassed. Nevertheless, viable inference solutions need to be found.
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For some very specific classes of max-stable models, fast methods can still be designed:

the likelihood function for the logistic and nested logistic multivariate models can be effi-

ciently computed using a recursive formula (see Shi, 1995, and Vettori et al., 2019), while

the hierarchical construction of the Reich–Shaby max-stable spatial process can be exploited

to perform Bayesian inference in high dimensions (Reich and Shaby, 2012; Stephenson et al.,

2015; Bopp et al., 2021; Vettori et al., 2019). Apart from these restrictive cases, full like-

lihood inference for max-stable models is extremely intensive, and this has prevented the

use of more flexible max-stable classes, such as the Brown–Resnick (Kabluchko et al., 2009)

or extremal-t (Opitz, 2013) processes, in high-dimensional settings. Recent attempts have

succeeded in fitting the Brown–Resnick process in dimension D ≈ 20 based on the full like-

lihood, either using an astute stochastic expectation–maximization algorithm (Huser et al.,

2019) or a Markov chain Monte Carlo algorithm in the Bayesian framework (Thibaud et al.,

2016; Dombry et al., 2017). Nevertheless, these approaches remain difficult to apply in

higher dimensions. Alternatively, Stephenson and Tawn (2005) have proposed a full likeli-

hood approach based on the occurrence times of maxima, but Wadsworth (2015) and Huser

et al. (2016) have found that this is often severely biased in low dependence situations.

More recently, Lenzi et al. (2021) proposed using neural networks for parameter estimation

in intractable models, including max-stable processes. They showed that considerable time

savings can be obtained, though their machine learning-based approach typically requires the

data to be on a regular grid. Moreover, training neural networks for parameter estimation

requires model-specific tuning; it becomes very tricky as the number of parameters increases;

and, as often the case with machine learning approaches, statistical guarantees are difficult

to obtain, especially as far as uncertainty quantification is concerned.

To make inference for max-stable processes, Padoan et al. (2010) initially suggested using

a pairwise (composite) likelihood, which is built by combining bivariate densities that are

possibly weighted to improve statistical and computational efficiency. The benefits of this

approach are that (i) it is simple to implement; (ii) it yields dramatic reductions in com-
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putational burden with respect to a full likelihood-based approach; and (iii) large-sample

properties of composite likelihood estimators are well understood. The main drawback is

that it leads to some considerable loss in efficiency due to using only the information con-

tained in pairs of variables. Similarly, a pairwise M-estimator was proposed by Einmahl

et al. (2016), with optimal, data-driven weights to improve statistical efficiency. In the same

spirit, Padoan et al. (2010) suggested selecting only close-by pairs of sites, i.e., using binary

weights set according to the distance between sites, and choosing the cutoff distance in a

way that minimizes the trace of the estimator’s asymptotic variance. Although this improves

the estimator, it is still quite far from optimal, especially in high-dimensional settings. Al-

ternatively, Genton et al. (2011), Huser and Davison (2013), Sang and Genton (2014) and

Castruccio et al. (2016) have explored triplewise and higher-order composite likelihoods, and

have shown that significant efficiency gains can be obtained by using truncated composite

likelihoods, i.e., by choosing the marginal likelihood components that are contained within

a disk of fixed radius. However, this approach is still not very attractive in large dimensions

D, because it is costly to enumerate all the
(
D
d

)
marginal likelihood components that are

built from 2 ≤ d ≤ D sites, and to identify and evaluate those that are contained within a

disk of radius δ > 0. Moreover, unless the truncation distance δ is very small, the number

of such selected components may still be too large to be practical in high dimensions D.

In this paper, we propose making inference for max-stable processes by leveraging the

Vecchia approximation (Vecchia, 1988). Essentially, the joint density of the data is approx-

imated by a product of well-chosen lower-dimensional conditional densities. Therefore, as

explained in Section 2, it can be viewed as a particular type of (weighted) composite likeli-

hood. However, unlike the classical pairwise or higher-order composite likelihood approaches

considered previously in the extreme-value literature, the Vecchia approximation provides by

construction a valid likelihood function, in the sense that it corresponds to the joint density

of a well-defined data generating process that approximates the true process under study.

Moreover, the number of conditional densities to compute is proportional to the dimension
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D. For these reasons, the Vecchia approximation has been found in the Gaussian-based

geostatistical setting not only to provide fast inference for big datasets, but also to gener-

ally retain high efficiency compared to full likelihood approaches and to outperform block

composite likelihoods (Stein et al., 2004; Katzfuss et al., 2020; Katzfuss and Guinness, 2021).

The Vecchia approximation relies on the choice of three elements: (i) a permutation defin-

ing an ordering of spatial sites; (ii) the number of conditioning sites; and (iii) the conditioning

sets themselves. While this flexibility might be seen as a limitation, Guinness (2018) instead

argues that it can be exploited to sharpen the approximation. Based on simulation results,

Guinness (2018) suggested using a maximum-minimum distance ordering, which provides

some improvements over coordinate-based orderings. In order to study the exact effect that

these three choices have on the Vecchia approximation, and to do a formal comparison with

classical composite likelihood approaches, we study in Section 3 the theoretical asymptotic

relative efficiency of these different estimators in the Gaussian setting for various correlation

models. Our new results complement the theoretical results of Stein et al. (2004) and the

numerical results of Guinness (2018), Katzfuss et al. (2020), and Katzfuss and Guinness

(2021). In the Supplementary Material, we also study the efficiency gains of an alternative

composite likelihood approach that modifies the weights involved in the classical Vecchia ap-

proximation. In Section 4, we conduct an extensive simulation study to extend these results

to the popular Brown–Resnick max-stable model and, in the Supplementary Material, to the

multivariate logistic max-stable model. Our results for the Gaussian and max-stable cases

provide evidence that the Vecchia approximation yields competitive efficiency and attractive

computational savings, while scaling well with the dimension. We use our results to provide

guidance on the choice of the ordering and conditioning sets in the max-stable setting.

In Section 5, we exploit the Vecchia approximation to study sea surface temperature ex-

tremes for the whole Red Sea at more than a thousand sites. We demonstrate the advantages

of using the Vecchia approximation method compared to traditional composite likelihoods.

Section 6 concludes with some discussion and a perspective on future research.
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2 Inference based on composite likelihoods and the

Vecchia approximation

2.1 Composite likelihoods and choice of weights

Consider a D-dimensional random vector Z ∈ RD with density f(z;ψ), z ∈ Z ⊂ RD,

parametrized in terms of a m-dimensional vector ψ = (ψ1, . . . , ψm)> ∈ Ψ ⊆ Rm. Marginal

densities of all subvectors are also denoted by f , for simplicity. Suppose that the true param-

eter vector is ψ0 ∈ Int(Ψ). Then, a composite log-likelihood for n independent realizations

z1, . . . ,zn of the random vector Z may be defined as `C(ψ) =
∑n

i=1 `C(ψ; zi), where

`C(ψ; z) =
∑
S∈CD

wS log f(zS;ψ) =
D∑
d=1

∑
S∈CD;d

wS log f(zS;ψ), (1)

where CD = ∪Dd=1CD;d is the collection of all non-empty subsets of {1, . . . , D}, CD;d is the

collection of all d-dimensional subsets of {1, . . . , D}, and wS ∈ R is a weight attributed to

subset S. We write zS to denote the subvectors obtained by restricting z to the components

indexed by the subset S. The maximum composite likelihood estimator (MCLE) is defined

as ψ̂C = arg maxψ∈Ψ `C(ψ). Provided all likelihood terms involved in (1) satisfy the Bartlett

identities, the gradient of (1) with respect to ψ is an unbiased estimating equation, and thus

the classical asymptotic theory can be applied. If ψ is identifiable from the likelihood terms

with non-zero weight in (1), then under mild regularity conditions, ψ̂C is consistent and

asymptotically normal as n→∞ and the variance-covariance matrix of ψ̂C can be approx-

imated by V = n−1J−1(ψ0)K(ψ0)J−1(ψ0) for large n, where J(ψ) = E{− ∂2

∂ψ∂ψ
`C(ψ;Z)}

is the sensitivity matrix and K(ψ) = var{ ∂
∂ψ
`C(ψ;Z)} is the variability matrix; see, e.g.,

Varin et al. (2011). The choice of weights wS in (1) turns out to be crucial for the estima-

tor’s efficiency. Although weights are often assumed to be non-negative (Varin et al., 2011;

Castruccio et al., 2016), this is non-necessarily restrictive and Pace et al. (2019) show that

optimal weights may in some cases be negative; see also Fraser and Reid (2019). As the sum

in (1) involves 2D − 1 terms, some weights wS are usually set to zero for computations.

Composite marginal log-likelihoods of order d = 1, 2, . . . , D are defined by setting wS = 0
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in (1) for all subsets S ⊂ {1, . . . , D} with cardinality |S| 6= d. They corresponding composite

log-likelihood may be written as `C;d(ψ) =
∑n

i=1 `C;d(ψ; zi) with

`C;d(ψ; z) =
∑

S∈CD;d

wS log f(zS;ψ). (2)

We write ψ̂C;d to denote the mode of `C;d(ψ). The definition (2) includes pairwise (d = 2)

or triplewise (d = 3) likelihoods that were advocated by Padoan et al. (2010), Genton et al.

(2011) and Huser and Davison (2013) as a method of inference for max-stable processes, for

which the full likelihood is intractable in large dimensions D. Castruccio et al. (2016) also

investigated higher-order composite likelihoods of the form (2) and reported efficiency gains

for increasing d. The choice of weights wS in pairwise likelihoods is not trivial. In the context

of max-stable processes, Padoan et al. (2010) suggest using binary weights wS = I(‖hS‖ ≤ δ),

for some cutoff distance δ > 0, where ‖hS‖ denotes the distance between the pair of sites

indexed by the set S and I(·) is the indicator function, while they choose δ by minimizing an

estimate of the asymptotic variance V . This approach leads to efficiency gains as opposed

to using equal weights, i.e., wS = 1 for all S, but it may not be optimal. Huser (2013),

Chapter 3, studies the efficiency of pairwise likelihood estimators for Gaussian and max-

stable time series models, and provide some further guidance on the choice of weights. For

higher-order composite likelihoods with d > 2, it is even less clear how to select the weights

wS optimally, and by analogy to the pairwise likelihood setting, Sang and Genton (2014) and

Castruccio et al. (2016) have suggested adopting a truncated composite likelihood approach,

which uses weights of the type wS = I(max{i,j}⊂S ‖h{i,j}‖ ≤ δ) for some cutoff distance δ > 0,

thus discarding d-dimensional subsets with pairs of sites that are distant from each other.

2.2 Vecchia approximation

The Vecchia approximation (Vecchia, 1988) relies on the simple fact that the joint density

can be written as the product of conditional densities; see also Stein et al. (2004). Consider

the vector z = (z1, . . . , zD)> ∈ RD and a permutation p : {1, . . . , D} 7→ {1, . . . , D}, which

defines a re-ordering of the variables zj, j = 1, . . . , D. We define the “history” of the
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jth variable based on the permutation p as the subvector zH(j;p), where H(j; p) = {l ∈

{1, . . . , D} : p(l) < p(j)} denotes the index set of “past” variables. Then, for any choice of

permutation p, the joint density may be expressed as

f(z;ψ) = f(zp(1);ψ)
D∏
j=2

f(zp(j) | zH(j;p);ψ). (3)

The Vecchia approximation consists in replacing the history zH(j;p) in (3) with a subvector

zS(j;p), with S(j; p) ⊆ H(j; p), i.e.,

fV (z;ψ) := f(zp(1);ψ)
D∏
j=2

f(zp(j) | zS(j;p);ψ) ≈ f(z;ψ). (4)

A counterpart of (4) based on blocks of variables is also considered in Stein et al. (2004).

While the permutation p is irrelevant for the full density in (3), it affects the approximation

(4). As opposed to time series data, there is no natural ordering of variables in the spatial

setting, and although Stein et al. (2004) argues that it has a negligible impact on the qual-

ity of the Vecchia approximation, Guinness (2018) instead suggests that certain orderings

have a better performance than simple coordinate-based orderings. As Stein et al. (2004)

and Katzfuss and Guinness (2021) show, the Vecchia approximation crucially depends on

the size of the conditioning sets S(j; p), which implies is a tradeoff between approximation

accuracy and computational efficiency. Usually, a compromise is adopted between single-

tons of cardinality |S(j; p)| = 1 (with low computational burden but poor approximation)

and maximal sets of cardinality |S(j; p)| = j − 1 as with the full likelihood (with perfect

approximation but heavy computational burden). Here, we choose to restrict the cardinality

to |S(j; p)| = min(j, d) − 1, for some lower dimension 2 ≤ d ≤ D. Typically, the “cutoff

dimension” d will be quite small, which dramatically reduces the computational burden.

Finally, the Vecchia approximation (4) also depends on the specific choice of variables to

include in the sub-history S(j; p). We here follow the original paper of Vecchia (1988) who

in the spatial context suggest including the min(j, d) − 1 nearest neighbors of the j-th site

among those that belong to its history, H(j; p). Thereafter, we write S(j; p) ≡ Sd−1(j; p) to

stress that the dimensionality of the conditioning sets is at most d− 1.
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The log-likelihood based on the Vecchia approximation (4) may be written in composite

likelihood form as in (1). Precisely, it may be expressed as

`V ;d(ψ; z) = log fV ;d(z;ψ)

= log f(zp(1);ψ) +
D∑
j=2

log f(zp(j), zSd−1(j;p);ψ)−
D∑
j=2

log f(zSd−1(j;p);ψ), (5)

where D composite likelihood weights wS in (1) are set to 1, D − 1 weights are set to −1,

and the rest are set to zero. There are thus only 2D − 1 likelihood terms to evaluate in

(5), as opposed to
∑D

d=1

(
D
d

)
= 2D − 1 terms in (1) and

(
D
d

)
terms in (2). The dimension of

densities involved in (5) is at most d, and thus, is in some sense comparable to (2). We write

ψ̂V ;d to denote the mode of `V ;d(ψ) =
∑n

i=1 `V ;d(ψ; zi), with `V ;d(ψ; z) defined in (5), and

because of the analogy between (5) and (1), the same asymptotic theory applies, although

ψ̂V ;d usually provides gains in efficiency as compared to ψ̂C;d; see Sections 3 and 4.

Notice that because the Vecchia approximation relies on a nested sequence of conditional

events, the expression (4) is by construction a valid likelihood function that corresponds to a

specific data generating process (Katzfuss and Guinness, 2021), as opposed to pairwise like-

lihoods or more general composite likelihoods as in (1). As such, it avoids using “redundant”

information, which is key to improving the estimator’s efficiency. As illustrated in Figure 1,

the Vecchia likelihood approximation actually yields an approximation of the process itself.

The larger the cutoff dimension d, the better the approximation, as expected. For small

cutoff dimensions d, the approximation fails at accurately representing the full joint distri-

bution, although it captures the low-dimensional interactions reasonably well. The choice

of a coordinate-based ordering for the Vecchia approximation is apparent for d = 2, but the

approximation improves dramatically as d increases. In fact, since the Vecchia likelihood

approximation is a valid likelihood function (thus, a density), it is possible to measure the

quality the approximation by considering the Kullback-Leibler (KL) divergence of fV ;d(z)

with respect to the true likelihood f(z) (with dependence on ψ suppressed for readability),

i.e., KL(f‖fV ;d) =
∫
f(z) log{f(z)/fV ;d(z)}dz; see, e.g., Schäfer et al. (2021) for some ap-
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Figure 1: Realizations from Gaussian processes on {1, . . . , 32}2 with zero mean, unit
variance, and correlation function corr{Z(s), Z(s + h)} = exp(−‖h‖/5) (top right) and
corr{Z(s), Z(s + h)} = exp{−(‖h‖/5)1.5} (bottom right), and their corresponding Vecchia
approximations for d = 2, 3, 5, 13 (from left to right), using a coordinate-based ordering.

proximation results in the Gaussian case. When subsets Sd−1(j; p) are chosen as the nearest

neighbors from the j-th site, we can show that, in the general case, KL(f‖fV ;d) is always a

non-increasing function of d, i.e., the approximate Vecchia likelihood gets “closer and closer”

to the true likelihood, as expected. This result is formalized in Proposition 1. Notice that

this usually not does hold for general (renormalized) composite likelihoods.

Proposition 1. Consider the true likelihood f(z) in (3), z ∈ Z ⊂ RD, and the Vecchia

likelihood approximation fV ;d(z) in (4)–(5), constructed from subsets Sd−1(j; p) ⊂ H(j; p)

based on some permutation p and comprising the min(j, d) − 1 nearest neighbors of the j-

th location (from its history H(j; p)). Then, the function d 7→ KL(f‖fV ;d) is monotone

non-increasing in the cutoff dimension d. Moreover, when d = D, one has KL(f‖fV ;d) = 0.

Proof. By definition, one has

KL(f‖fV ;d) =

∫
f(z) log{f(z)/fV ;d(z)}dz = h[fV ;d]− h[f ],

where h[f ] = −
∫
f(z) log f(z)dz is the entropy of the density f , and similarly for h[fV ;d].

Since h[f ] is constant in the cutoff dimension d, it is sufficient to show that h[fV ;d] ≤ h[fV ;d−1]
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for all d = 3, . . . , D. By definition of the Vecchia approximation in (4)–(5), we can write

h[fV ;d] = −
∫
f(z) log fV ;d(z)dz

= −
∫
f(z) log

{
f(zp(1))

}
dz −

D∑
j=2

∫
f(z) log

{
f(zp(j) | zSd−1(j;p))

}
dz

= h[fZp(1)
] +

D∑
j=2

h[fZp(j)|ZSd−1(j;p)
],

where fZp(1)
denotes the density of the random variable Zp(1) ∼ f(zp(1)), and fZp(j)|ZSd−1(j;p)

denotes the conditional density f(zp(j) | zSd−1(j;p)) of the random variable Zp(j) given

ZSd−1(j;p) = zSd−1(j;p). Now, because the subsets Sd−1(j; p) are composed of nearest neighbors

of the j-th variable, they are nested, i.e.,

S1(j; p) ⊂ S2(j; p) ⊂ · · · ⊂ SD−1(j; p) = H(j; p).

This implies that for each cutoff dimension d = 3, . . . , D, the conditioning variables ZSd−1(j;p)

are the same as ZSd−2(j;p) but augmented with one additional variable. Since the conditional

entropy h[fX|Y ] is always smaller than or equal to the marginal entropy h[fX ] for all random

vectors (X, Y )> ∼ fX,Y (x, y) (with equality if X and Y are independent), it follows that

h[fZp(j)|ZSd−1(j;p)
] ≤ h[fZp(j)|ZSd−2(j;p)

], and thus h[fV ;d] ≤ h[fV ;d−1], for all d = 3, . . . , D. This

proves that KL(f‖fV ;d) is monotone non-increasing in d. Moreover, since fV ;D = f , we have

that KL(f‖fV ;D) = 0 by definition, which concludes the proof.

The illustration in Figure 1 and the result in Proposition 1 both imply that the approxi-

mation improves as d increases. This suggests that a similar improvement is to be expected

in terms of the relative efficiency of the corresponding Vecchia likelihood estimator, ψ̂V ;d.

Although the Vecchia log-likelihood in (5) is appealing and has good efficiency, there

is no reason why the corresponding weights wS ∈ {−1, 0, 1} should necessarily be optimal.

Therefore, we also explore here a modified Vecchia likelihood obtained by changing the

weights attributed to the conditioning sets, i.e.,

`V ;d;ω(ψ; z) = log f(zp(1);ψ) +
D∑
j=2

log f(zp(j), zSd−1(j;p);ψ) + ω
D∑
j=2

log f(zSd−1(j;p);ψ), (6)
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where ω ∈ [−1,∞) is a weight to be selected. When ω = −1, (6) reduces to the Vecchia

likelihood in (5), and when ω = 0, (6) almost corresponds to a composite likelihood of order

d in (2), with weights appropriately chosen. As ω →∞, the contribution of the conditioning

set dominates, and (6) therefore roughly corresponds to a composite likelihood estimator

of order d − 1 with weights appropriately chosen. We write ψ̂V ;d;ω to denote the mode of

`V ;d;ω(ψ) =
∑n

i=1 `V ;d;ω(ψ; zi), with `V ;d;ω(ψ; z) defined in (6). Higher efficiency can be

obtained by fine-tuning the weight ω. In the Supplementary Material, we do an in-depth

investigation of the optimal choice of ω in the Gaussian setting, and we find that in general

the classical Vecchia estimator with ω = −1 is quite competitive in terms of its efficiency

compared to the optimal case. In the sequel, we shall therefore set ω = −1.

3 Asymptotic relative efficiency in the Gaussian case

3.1 Setting

In order to have a better theoretical understanding of the relative efficiencies of the different

estimators introduced in Section 2, we start by considering the Gaussian setting, which also

provides qualitative insights into the behavior of these estimators in more complex settings.

The max-stable case is studied in more detail by simulation in Section 4. Here, we consider a

stationary Gaussian process Z(s), s ∈ R2, with zero mean and unit variance, and we assume

that data Z = (Z(s1), . . . , Z(sD))> are located on the grid {1, . . . ,
√
D}2 with D = 100.

To be concise, we here only consider an exponential spatial correlation model, while in the

Supplementary Material we also investigate asymptotic relative efficiencies in a non-spatial,

fully exchangeable model, as well as a powered exponential spatial correlation model.

We compare the (theoretical) asymptotic relative efficiency of the following estimators:

1. The maximum full likelihood estimator, denoted ψ̂.

2. The composite likelihood estimator of order d, ψ̂C;d, defined in (2). We consider the di-

mensions d = 2, 3, 4, 5 and adopt a truncation strategy as in Castruccio et al. (2016) to

12



Table 1: Number of likelihood terms involved in (2), with d = 2, 3, 4, 5 and weights wS =
I(max{i,j}⊂S ‖h{i,j}‖ ≤ δ) with cutoff distance δ = 1,

√
2, 2,
√

5,
√

8. The numbers below are

for data sampled on the grid {1, . . . ,
√
D}2 with D = 100. Numbers in brackets are the

proportions among the
(
D
d

)
possible terms. The estimator ψ̂C;d cannot be computed when

the number of terms is zero. For comparison, the number of likelihood terms involved in the
Vecchia likelihood (5) is always 2D − 1 = 199.

d \ δ 1
√

2 2
√

5
√

8
2 180 (3.64%) 342 (6.91%) 502 (10.14%) 790 (15.96%) 918 (18.55%)
3 0 (0%) 324 (0.20%) 772 (0.48%) 2436 (1.51%) 3332 (2.06%)
4 0 (0%) 81 (10−3%) 433 (0.01%) 3809 (0.10%) 6433 (0.16%)
5 0 (0%) 0 (0%) 64 (10−4%) 3232 (10−3%) 7392 (0.01%)

reduce the computational burden by setting the weights as wS = I(max{i,j}⊂S ‖h{i,j}‖ ≤

δ) with cutoff distance δ = 1,
√

2, 2,
√

5,
√

8 (i.e., selecting only the 1st–5th-order neigh-

bors, respectively). The number of selected likelihood terms in each case is reported

in Table 1. For fixed d, this is roughly proportional to the time to compute ψ̂C;d.

3. The Vecchia likelihood estimator, ψ̂V ;d, defined in (5). We consider d = 2, 3, 4, 5, 9, 13, 21

and select the d − 1 nearest neighbors in the “past” variables. We compare the four

different orderings of variables considered by Guinness (2018): the coordinate-based

ordering (p1), a random ordering (p2), the middle-out ordering (p3), and the maximum-

minimum ordering (p4). The middle-out ordering starts with the variable at the center

of the grid (which minimizes the average distance to all other points), and then selects

the order of variables according to their distance to the center point. The maximum-

minimum ordering also starts from the center variable, but then selects the next vari-

ables in a way that maximizes the minimum distance to all previously selected points.

If there are multiple points that maximize the minimum distance, we select the next

variable randomly among the possible solutions. The different orderings are illustrated

in Figure 2.

The asymptotic relative efficiency of an estimator ψ̂A (either ψ̂C;d, ψ̂V ;d, or ψ̂V ;d;ω) with

respect to the maximum full likelihood estimator ψ̂ is defined as follows. Let VA and V

13



● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

0 5 10 15 20 25 30

0
5

10
15

20
25

30
Coordinate−based ordering

x

y

●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

0 5 10 15 20 25 30

0
5

10
15

20
25

30

Random ordering

x
y

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

● ●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●
●

●●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

● ●

●

●

●

●

●

●

● ●

●

● ●
●

●

●

●

●

●

●

●

●●

●
●

●

●

●

●
●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●

●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

0 5 10 15 20 25 30

0
5

10
15

20
25

30

Middle−out ordering

x

y

●

●
●

● ●
●

● ●

● ●

●

● ●

●

● ●
● ●

● ●
● ●

● ●

● ●

●

● ●

●

● ●

● ●

● ●

● ●

● ●
● ●

● ●
● ●

●

● ●

●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

●
● ●

● ●

● ●

● ●
● ●

●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

●

● ●

●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●
● ●

● ●

● ●

● ●

● ●

●

● ●

●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●
● ●

●

● ●

●

● ●
● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

0 5 10 15 20 25 30

0
5

10
15

20
25

30

Maximum−minimum ordering

x

y

●

●

● ●

● ●

●

●

●

●

● ●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

0 5 10 15 20 25 30

0
5

10
15

20
25

30

Coordinate−based ordering

x

y

●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

0 5 10 15 20 25 30

0
5

10
15

20
25

30
Random ordering

x

y

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

● ●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●
●

●●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

● ●

●

●

●

●

●

●

● ●

●

● ●
●

●

●

●

●

●

●

●

●●

●
●

●

●

●

●
●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●●

●

●

●

●

●●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●
●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

0 5 10 15 20 25 30
0

5
10

15
20

25
30

Middle−out ordering

x

y

●

●
●

● ●
●

● ●

● ●

●

● ●

●

● ●
● ●

● ●
● ●

● ●

● ●

●

● ●

●

● ●

● ●

● ●

● ●

● ●
● ●

● ●
● ●

●

● ●

●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

●
● ●

● ●

● ●

● ●
● ●

●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

●

● ●

●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●
● ●

● ●

● ●

● ●

● ●

●

● ●

●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●
● ●

●

● ●

●

● ●
● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

●

● ●

●

● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

●

● ●

● ●

● ●

● ●

● ●

●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

●

● ●

●

● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

●

● ●

●

● ●

● ●
● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

●
● ●

● ●

● ●

● ●

● ●
●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

●

● ●

●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●
● ●

● ●

●

● ●

● ●

● ●

● ●

● ●

●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

0 5 10 15 20 25 30

0
5

10
15

20
25

30

Maximum−minimum ordering

x

y

●

●

● ●

● ●

●

●

●

●

● ●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

Figure 2: Illustration of the four different orderings considered for the Vecchia approximation
(reproduced from Guinness, 2018): coordinate-based (left), random (2nd column), middle-
out (3rd column) and maximum-minimum (right), when data are assumed to be sampled
on the grid {1, . . . , 32}2 (grey dots). The black dots represent the 220th (top) and 750th
(bottom) points for each ordering. The blue dots represent the “past” variables, and the red
squares are the 12 nearest neighbors among the “past” variables.

be the corresponding asymptotic variance matrices. The exact formula for the asymptotic

variance matrices are provided in Appendix A. For the rth parameter, we then define the

marginal relative efficiency as the ratio of asymptotic standard deviations, i.e., ARE(ψ̂A;r) =

(Vr,r/VA;r,r)
1/2. The overall relative efficiency is defined as ARE(ψ̂A) = (|V |/|VA|)1/(2q).

When ψ is a scalar (i.e., m = 1), the two definitions coincide.

3.2 Results based on the exponential correlation function

We here study a spatial model with exponential correlation function corr{Z(s), Z(s+h)} =

exp(−‖h‖/λ), where h is the spatial lag vector, ‖h‖ is its length, and ψ ≡ λ > 0 is the

range parameter. The larger λ, the stronger the spatial correlation.

Figure 3 displays the asymptotic standard deviation and asymptotic relative efficiency

of the composite likelihood estimator λ̂C;d with cutoff distance δ = 2 (keeping about 10%
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Figure 3: Asymptotic standard deviation (left) and asymptotic relative efficiency (right) of

the full likelihood estimator λ̂ (in black), the composite likelihood estimator λ̂C;d (in red)
with d = 2, 3, 4, 5 (thin to thick curves) and cutoff distance δ = 2 (keeping about 10% of

pairs), and the Vecchia likelihood estimator λ̂V ;d (in blue) with d = 2, 3, 4, 5, 9, 13, 21 (thin to
thick curves) and based on a coordinate ordering. We consider here the exponential model
corr{Z(s), Z(s+ h)} = exp(−‖h‖/λ), with true value λ ∈ (0, 10).

Table 2: Asymptotic relative efficiency (%) of the composite likelihood estimator λ̂C;d (left)
with d = 2, 3, 4, 5 and cutoff distance δ = 1,

√
2, 2,
√

5,
√

8, and of the Vecchia likelihood
estimator ρ̂V ;d (right) with d = 2, 3, 4, 5, 9, 13, 21 and coordinate-based (p1), random (p2,
middle out (p3) and maximum-minimum (p4) orderings. We consider here the exponential
model corr{Z(s), Z(s+ h)} = exp(−‖h‖/λ), with true value λ = 5.

Composite estimator ρ̂C;d Vecchia estimator ρ̂V ;d

Cutoff distance δ Ordering

d 1
√

2 2
√

5
√

8 p1 p2 p3 p4

2 90.4 82.6 74.5 64.8 60.6 78.0 67.7 75.3 58.7
3 — 86.8 81.4 72.3 69.3 89.9 83.4 90.2 84.5
4 — 90.5 84.3 78.3 75.8 91.4 93.1 92.6 92.4
5 — — 80.6 82.4 80.4 97.0 96.8 97.1 97.7
9 98.9 99.0 99.5 99.4

13 99.7 99.7 99.9 99.8
21 99.9 100.0 100.0 100.0

of pairs) and the Vecchia likelihood estimator λ̂V ;d using a coordinate-based ordering, as

a function of the range parameter λ, for various choices of d (the dimension of likelihood

terms). The Vecchia estimator λ̂V ;d largely outperforms λ̂C;d for most values of d and λ.

Almost perfect efficiency is attained by the Vecchia likelihood estimator λ̂V ;d for d ≥ 5.

Table 2 reports the asymptotic relative efficiency of the composite likelihood estimator

λ̂C;d and the Vecchia likelihood estimator λ̂V ;d for λ = 5 and various choices of cutoff dimen-
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sion d, cutoff distance δ and ordering. When d = 2, λ̂C;d generally performs better than λ̂V ;d,

but when d > 2, the Vecchia likelihood estimator λ̂V ;d has in most cases a better efficiency

than λ̂C;d. The gains are even (much) more substantial for the exchangeable model studied

in the Supplementary Material. Counter-intuitively, the performance of the composite likeli-

hood estimator generally has a worse performance for larger cutoff distances δ, which is due

to the re-use of information when including many similar (and highly dependent) likelihood

terms in (2). For example, when d = 2, the relative efficiency of λ̂C;d is about 90% for δ = 1

but only 60% when δ =
√

8. Moreover, it is not always true that the λ̂C;d has a better

performance as d increases (for fixed δ); see the results for the powered exponential model in

the Supplementary Material for an example. By contrast, the Vecchia likelihood estimator

λ̂V ;d is always found to have a better performance as d increases (for fixed ordering), as

expected from Proposition 1.

4 Simulation study in the max-stable case

4.1 Max-stable models

As already noted, max-stable processes are the only possible limits of suitably renormalized

pointwise maxima of independent and identically distributed random fields. More specifi-

cally, let Y1(s), Y2(s), . . . denote independent copies of the random field Y (s), s ∈ R2, and

let Mn(s) = max{Y1(s), . . . , Yn(s)} be the process of pointwise maxima. Furthermore, as-

sume that Y (s) satisfies the max-domain of attraction condition, i.e., there exist sequences

an(s) > 0 and bn(s) such that

a−1
n (s){Mn(s)− bn(s)} D−→ Z(s), (7)

where the convergence holds in the sense of finite-dimensional distributions and the limit

process Z(s) has non-degenerate margins. Then, Z(s) is a max-stable process, with general-

ized extreme-value (GEV) marginal distributions, and Y (s) is said to be in the max-domain

of attraction of Z(s). Upon marginal transformation, we can assume without loss of gener-
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ality that Z(s) has unit Fréchet margins, i.e., Pr{Z(s) ≤ z} = exp(−1/z), z > 0. On the

unit Fréchet scale, the max-stability property implies that for each t > 0, and every finite

collection of sites {s1, . . . , sD} ⊂ R2,

Pr{Z(s1) ≤ tz1, . . . , Z(sD) ≤ tzD}t = Pr{Z(s1) ≤ z1, . . . , Z(sD) ≤ zD}. (8)

Thanks to de Haan (1984)’s representation, max-stable processes may be constructed as

follows. Let W1(s),W2(s), . . . be independent copies of a non-negative process W (s) with

unit mean, and let ξ1, ξ2, . . . be points of a Poisson process with intensity ξ−2dξ on (0,+∞).

Then the process defined as

Z(s) = sup
i=1,2,...

ξiWi(s) (9)

is a max-stable process with unit Fréchet margins and finite-dimensional distributions

Pr{Z(s1) ≤ z1, . . . , Z(sD) ≤ zD} = exp{−V (z1, . . . , zD)} := exp{−V (z)}, (10)

where the exponent function V may be written in terms of the W process as V (z) :=

V (z1, . . . , zD) = E[max{W (s1)/z1, . . . ,W (sD)/zD}], z = (z1, . . . , zD)>. In particular, V is

homogeneous of order −1, i.e., V (tz1, . . . , tzD) = t−1V (z1, . . . , zD) for all t > 0, and satisfies

V (z,∞, . . . ,∞) = 1/z for any permutation of the arguments.

To construct useful max-stable models, the challenge is to find flexible processes W (s),

for which the exponent function V can be computed. Our simulation results below are based

on the Brown–Resnick model (Kabluchko et al., 2009), which is a popular model for spatial

extremes. In the Supplementary Material, we also explore the case of the multivariate logistic

max-stable model (Gumbel, 1960, 1961), which is exchangeable in all variables.

From (10), the joint density of a parametric max-stable process may be expressed as

f(z;ψ) = exp{−V (z;ψ)}
∑
π∈PD

∏
τ∈π

{−Vτ (z;ψ)} , (11)

where PD is the collection of all partitions π = {τ1, . . . , τ|π|} of the set {1, . . . , D} (of cardi-

nality |π|), Vτ denotes the partial derivative of the function V with respect to the variables
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indexed by the set τ ⊆ {1, . . . , D}, and ψ ∈ Ψ ⊆ Rq denotes the vector of parameters; see

Huser et al. (2016), Castruccio et al. (2016) and Huser et al. (2019). Because the number of

terms in the sum on the right-hand side of (11) is the Bell number, which grows more than

exponentially with D, it is not possible to perform full likelihood inference for max-stable

processes observed in moderate or high dimensions. Huser et al. (2019) proposed a stochastic

EM-estimator but its applicability is still limited to relatively small dimensions (i.e., D ≤ 20)

for the Brown–Resnick model and similar max-stable models; see also Thibaud et al. (2016)

and Dombry et al. (2017) for a similar inference approach from a Bayesian perspective.

Padoan et al. (2010) proposed using a pairwise likelihood with weights appropriately chosen,

while Castruccio et al. (2016) investigated the gains in efficiency of higher-order truncated

composite likelihoods of the form (2) with d ≥ 2. In our simulations below, as well as in the

Supplementary Material, we demonstrate that considerable efficiency gains can be obtained

with the Vecchia approximation (5) in most cases, while being scalable to high dimensions.

4.2 Results for the Brown–Resnick model

We now consider the popular Brown–Resnick spatial process (Kabluchko et al., 2009) con-

structed as in (9), where W is a log-Gaussian process defined as

W (s) = exp{ε(s)− σ(s)2/2}, (12)

with σ(s) > 0 and ε(s) a Gaussian process with mean zero and variance σ(s)2. By analogy

with the Gaussian exponential correlation model in Section 3.2, we here explore the case

where ε(s) is stationary with exponential correlation function ρ(h) = exp(−‖h‖/λ), λ > 0,

and σ(s) ≡ σ > 0, although it would also possible to consider more complex Gaussian

processes with stationary increments. When the Brown–Resnick process is observed at the

sites s1, . . . , sD ∈ S, the corresponding exponent function may be written as

V (z1, . . . , zD;ψ) =
D∑
j=1

1

zj
ΦD−1 (ηj; Σj) , (13)
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where the parameter vector is here ψ = (λ, σ)> ∈ Ψ = (0,+∞)2, ΦD−1(·; Σ) denotes the

(D− 1)-dimensional Gaussian distribution with zero mean vector and covariance matrix Σ,

ηj is a (D − 1)-dimensional vector with ith component log(zi/zj)/Γ
1/2
ij + Γ

1/2
ij /2, i 6= j, and

Σj is a (D − 1) × (D − 1) matrix with (i1, i2)-entry (Γi1j + Γi2j − Γi1i2)/{2(Γi1jΓi2j)
1/2},

i1, i2 6= j, where Γij = Γ(sj − si) and Γ(h) denotes the underlying variogram function, here

equal to Γ(h) = 2σ2{1 − ρ(h)}; see Huser and Davison (2013) and Wadsworth and Tawn

(2014). Partial and full derivatives of (13) needed for (composite) likelihood computations

(recall (11)) may be found in Wadsworth and Tawn (2014).

A dependence summary that is well suited for max-stable processes is the extremal coef-

ficient. Considering two sites s, s+h ∈ S at spatial lag h, the extremal coefficient is defined

through the exponent function V (restricted to these two sites) as

θ(h) = V (1, 1;ψ) = 2Φ{Γ1/2(h)/2} = 2Φ([2σ2{1− ρ(h)}]1/2/2), (14)

where Φ(·) is the univariate Gaussian distribution function. When θ(h) = 1, the corre-

sponding pair of max-stable variables {Z(s), Z(s + h)} are perfectly dependent, and when

θ(h) = 2 they are completely independent. Therefore, complete independence cannot be

captured unless σ → ∞. Alternative unbounded variograms, e.g., Γ(h) = (‖h‖/λ)α with

λ > 0, α ∈ (0, 2], allow for complete independence as ‖h‖ → ∞.

In our simulations, we sample data at D = 100 locations on the grid {1, . . . ,
√
D}2, with

n = 100 independent replicates. We fix σ = 10 and consider λ = 1, . . . , 10 (short to long

range dependence), which yields the extremal coefficient functions plotted in Figure 4. For

each simulated dataset, we then estimate the range parameter λ (treating σ as known) using

the composite likelihood estimators λ̂C;d and Vecchia likelihood estimators λ̂V ;d described

in Section 3.1, except that here we restrict ourselves to cutoff distances δ = 1,
√

2, 2, and

cutoff dimensions d = 2, 3, 4, 5 for computational reasons. Larger values of δ and d are

considered for the logistic max-stable model in the Supplementary Material. We repeated

the experiments 1024 times to compute the estimators’ bias, standard deviation and root

mean squared error (RMSE).
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Figure 4: Extremal coefficient curves for the Brown–Resnick model with variogram Γ(h) =
2σ2{1− ρ(h)} and σ = 10, λ = 1, . . . , 10 (thin to thick curves).
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Figure 5: Standard deviation (top left), bias (top right) and root mean squared error (bottom

left) of the composite likelihood estimator log(λ̂C;d) (in red) with d = 2, 3, 4, 5 (thin to
thick curves) and cutoff distance δ = 2 (keeping about 10% of pairs), and the Vecchia

likelihood estimator log(λ̂V ;d) (in blue) with d = 2, 3, 4, 5 (thin to thick curves) and based on

a coordinate ordering. The bottom right panel shows the relative efficiency of log(λ̂C;d) with

respect to log(λ̂V ;d) for d = 2, 3, 4, 5 (thin to thick curves). We consider here the Brown–
Resnick model with parameters σ = 10 and λ = 1, . . . , 10 (weak to strong dependence).

The results are summarized in Figure 5 (with δ = 2 for λ̂C;d and coordinate-based ordering

for λ̂V ;d). Essentially, the bias of all estimators is negligible compared to the standard

deviation, and the Vecchia likelihood estimator log(λ̂V ;d) is about 10–20% more efficient
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Table 3: Root mean squared error (×100) for the composite likelihood estimator log(λ̂C;d)
(left) with d = 2, 3, 4, 5 and cutoff distance δ = 1,

√
2, 2, and of the Vecchia likelihood

estimator log(λ̂V ;d) (right) with d = 2, 3, 4, 5 and coordinate-based (p1), random (p2), middle
out (p3) and maximum-minimum (p4) orderings. We consider here the max-stable Brown–
Resnick model with parameters σ = 10 and λ = 5, simulated in dimension D = 100 with
n = 100 replicates.

Composite estimator log(λ̂C;d) Vecchia estimator log(λ̂V ;d)
Cutoff distance δ Ordering

d 1
√

2 2 p1 p2 p3 p4

2 3.08 3.43 3.86 3.34 3.93 3.56 4.54
3 — 3.08 3.34 2.82 3.05 2.83 3.18
4 — 2.93 3.17 2.79 2.81 2.77 2.87
5 — — 3.31 2.69 2.71 2.68 2.70

than the composite likelihood estimator log(λ̂C;d) for any dimension d and range parameter

λ (with the efficiency defined as the ratio of RMSEs). The RMSE of all estimators with

other cutoff distances δ and orderings is reported in Table 3. The results are consistent with

our previous theoretical findings in the Gaussian case, i.e., the Vecchia likelihood estimator

always has higher efficiency than the composite likelihood estimator, except in the case with

d = 2 and δ = 1. Moreover, the Vecchia likelihood estimator performs better with the

coordinate or middle-out orderings.

The computational time of each estimator is reported in Table 4. We also provide an esti-

mate of the computational time for the composite likelihood estimator λ̂C;d with δ =
√

5,
√

8

by extrapolating the times obtained with δ = 2 by assuming that these are proportional to

the number of likelihood terms reported in Table 1. While the computational time for λ̂C;d

grows fast as a function of the cutoff distance δ, it is essentially the same for each ordering

considered for λ̂V ;d. Moreover, the computational time remains fairly moderate as d increases

for λ̂V ;d, but it can be extremely large for λ̂C;d when d = 4, 5.

Overall, when d = 2, the best solution is to use λ̂C;d but when d > 2 the best solution is

to use λ̂V ;d for reasons of both statistical efficiency and computational efficiency.

To investigate the scalability of the Vecchia likelihood estimator, we repeated our ex-

periments for the Brown–Resnick model with parameters σ = 10 and λ = 5 in dimensions
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Table 4: Computational time (hr) for the composite likelihood estimator λ̂C;d (left) with
d = 2, 3, 4, 5 and cutoff distance δ = 1,

√
2, 2,
√

5,
√

8, and of the Vecchia likelihood estimator
log(λ̂V ;d) (right) with d = 2, 3, 4, 5 and coordinate-based (p1), random (p2), middle out (p3)
and maximum-minimum (p4) orderings. We consider here the max-stable Brown–Resnick
model with parameters σ = 10 and λ = 5, simulated in dimension D = 100 with n = 100
replicates. Numbers with an asterisk are extrapolated from the δ = 2 case by assuming that
the computational time for λ̂C;d is proportional to the numbers reported in Table 1.

Composite estimator λ̂C;d Vecchia estimator λ̂V ;d

Cutoff distance δ Ordering

d 1
√

2 2
√

5
√

8 p1 p2 p3 p4

2 0.047 0.097 0.153 0.241? 0.280? 0.026 0.025 0.025 0.026
3 — 0.706 1.704 5.376? 7.353? 0.229 0.228 0.235 0.223
4 — 0.633 3.349 29.463? 49.761? 1.100 1.023 1.111 0.960
5 — — 1.315 66.394? 151.852? 3.386 3.402 3.398 3.331

D = 25, 49, 100, 144, 225, 400, 625, 1024. Timing results reported in the Supplementary Ma-

terial demonstrate that, as expected, the computational time is linear in D, but it grows

fast in d. In fact, the time is roughly proportional to the Bell number of order d (i.e., the

cardinality of Pd, the set of partitions of {1, . . . , d}, recall (11)). Nevertheless, with moderate

values of d, the linearity in D makes it possible to tackle high-dimensional extreme-value

problems using the Vecchia likelihood estimator, while retaining fairly high efficiency.

Further simulations (not shown) show that similar results hold in the max-domain of

attraction of the Brown–Resnick model, when simulating block maxima from the exponential

factor copula model (Krupskii et al., 2018; Castro-Camilo and Huser, 2019) with standard

Pareto margins (i.e., when both the dependence structure and the marginal distributions are

misspecified), with block size equal to 104. When the block size is smaller, such as 100 or 1000,

the sub-asymptotic bias is quite large but it is comparable across all estimators. Moreover,

further results in the Supplementary Material show that for the exchangeable logistic max-

stable model, even more substantial gains in efficiency can be obtained by considering the

Vecchia likelihood estimator than reported here for the Brown–Resnick model.
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Figure 6: Left: Map of the study domain, with the spatial grid (dots) covering the Red Sea
at which SST data are available. Ellipses show contours of the fitted extremal coefficient
function θ̂(h) = 1.1, . . . , 1.9, with respect to the grid cell at the center, obtained by fitting the
anisotropic Brown–Resnick max-stable model using the best Vecchia likelihood estimator.
Right: Validation locations used in our cross-validation study.

5 Data application

5.1 Red Sea surface temperature dataset

The spatial modeling of sea surface temperature (SST) extremes plays a key role in estimating

changes in the Earth’s climate (Bulgin et al., 2020) and understanding how ecosystems and

marine life may be affected by global warming (Tittensor et al., 2021). While estimating

marginal trends in SST observations is important for future predictions and risk planning

and mitigation, characterizing their spatial tail dependence structure is needed to estimate

extreme SST hotspots (Hazra and Huser, 2021), and to assess the spatial extent of regions

simultaneously affected by single extreme temperature events (see, e.g., Zhong et al., 2021).

In our real data application, we analyze (standardized) annual maxima of SST anomalies for

the whole Red Sea, obtained on a fine grid of 1043 locations for 31 years from 1987 to 2015.

The spatial grid is displayed in Figure 6. The Red Sea is a semi-enclosed sea with a very

rich biodiversity, including abundant coral species that are often highly sensitive to modest
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SST increases. Before detailing our modeling of spatial extremal dependence, we first briefly

summarize how the original data were pre-processed to obtain temperature anomalies, and

how annual maxima thereof were then modeled and transformed to a common scale.

The original data product was obtained from the Operational Sea Surface Temperature

and Sea Ice Analysis (OSTIA; Donlon et al., 2012), which produces satellite-derived daily

SST measurements at a very high 0.05◦× 0.05◦ spatial resolution; see Huser (2021) for a de-

tailed exploratory analysis of this dataset, and Hazra and Huser (2021) for a comprehensive

spatial analysis. In our study, we subsampled the spatial locations while still maintaining

good spatial coverage (i.e., keeping one measurement about every 18 kilometers in each direc-

tion), thus yielding 11,315 fields of D = 1043 highly spatially dependent daily observations,

when discarding February 29th in leap years to keep the same number of observations each

year. Because daily temperature data feature seasonality, and a possible time trend due to

global warming, which also varies across space, it is therefore crucial to first detrend the

marginal distributions and standardize them to a common scale, before modeling dependen-

cies among SST extremes with a max-stable process. To estimate spatiotemporal trends

(both in the mean and the variance of daily temperatures) in a very flexible way, we fitted a

semiparametric normal model to all temperature observations within a certain radius of each

spatial location, using a local likelihood approach. This yields very accurate spatiotemporal

trend estimates, due to our large sample size. Then, after standardizing the data based on

the fitted semiparametric model, we extracted annual maxima of SST anomalies and fitted a

generalized extreme-value (GEV) distribution, which we then used to transform annual SST

maxima to a common unit Fréchet scale by means of the probability integral transform. For

further details on marginal modeling, see the Supplementary Material.

In the next section, we model the dependence structure of the standardized annual max-

ima by fitting isotropic and anisotropic Brown–Resnick max-stable processes, and we focus

on investigating differences between the performance of the traditional composite likelihood

and the Vecchia likelihood approximation methods.
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5.2 Dependence modeling of the Red Sea temperature extremes

To fit the max-stable Brown–Resnick model, we first need to specify the variogram function

Γ of the underlying Gaussian process ε(s) in (12), which determines the form and range

of dependencies that can be captured. In our simulation study, we used a bounded var-

iogram of the form Γ(h) = 2σ2{1 − ρ(h)} ≤ 2σ2, based on the stationary and isotropic

exponential correlation function ρ(h), for comparison purposes with the Gaussian setting.

Such a comparison is important to make sure the exact theoretical efficiency results in the

Gaussian case (Section 3) can be generalized and carried over by analogy to the max-stable

case (Section 4). However, using a bounded variogram also implies long-range dependence

as the extremal coefficient is bounded away from independence at any spatial distance, i.e.,

θ(h) < 2. This is problematic in our data application, since we model SST anomaly max-

ima over a very large domain, namely the whole Red Sea, for which complete independence

prevails at large distances. This suggests that we should use an unbounded variogram in

our application. Moreover, given that the Red Sea has a geographically elongated shape,

that it is only connected to the World Ocean through the artificial Suez canal in the North

and the Gulf of Aden in the South, and because of the complex hydrodynamic patterns that

these physical constraints entail, it makes sense to use an anisotropic variogram function.

Therefore, the variogram model that we use here is

Γ(s1, s2) = E
[
{ε(s1)− ε(s2)}2] = 2

(√
(s1 − s2)TA(s1 − s2)

λ

)α

, (15)

where λ ∈ (0,∞) is a range parameter, α ∈ (0, 2) is a smoothness parameter, and A is the

rotation matrix, which has the form

A =

[
cos(θ) − sin(θ)
sin(θ) cos(θ)

] [
1 0
0 a

] [
cos(θ) sin(θ)
− sin(θ) cos(θ)

]
, (16)

where θ ∈ (−π/2, π/2) is the rotation angle, and a > 0 determines the extent of anisotropy,

with a = 1 corresponding to isotropy. The dependence parameter vector, ψ, thus consists

of four parameters, i.e., ψ = (α, λ, a, θ)> ∈ Ψ = (0, 2)× (0,∞)2 × (−π/2, π/2).
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To fit the Brown–Resnick model, we consider the (traditional) weighted composite like-

lihood method, as well as the proposed Vecchia likelihood approximation, which is expected

to boost both the computational and statistical efficiency according to the theoretical and

simulation results reported in Sections 3 and 4. For the composite likelihood method, we

consider pairwise (d = 2) and triplewise (d = 3) likelihoods, but cannot consider higher

values of d > 3 due to computational reasons. For each cutoff dimension d, we choose

binary weights I(max{i,j} ‖h{i,j}‖ ≤ δ) as in Section 3.1 with cutoff distance δ specified in

such a way that the resulting composite likelihood function contains m×D terms in total,

where D = 1043 is the number of locations and m = 2, 4, 6, 8. Therefore, m = 2 roughly

corresponds to including 1st-order neighbors only, m = 4 roughly corresponds to including

2nd-order neighbors only, and so forth, though the complex Red Sea boundaries mean that a

few additional higher-order neighbors (i.e., at slightly longer distances) may also be included.

For the Vecchia likelihood approximation, we consider the cutoff dimensions d = 2, 3, 4, 5 and

use the orderings described in Section 3.1: coordinate-based (p1), random (p2), middle-out

(p3), and maximum-minimum (p4).

Because the data are (approximately) gridded, there are only a few unique pairwise

distances that characterize the likelihood contributions involved in the composite and Vecchia

likelihoods. This, combined with the fact that SST maxima are highly spatially dependent,

implies that the range parameter λ and the smoothness parameter α may not be easily

identifiable, and we have indeed found it difficult to estimate them both simultaneously. In

our analysis, we thus fix the smoothness parameter to three representative values, i.e., α = 0.5

(rough field), α = 1 (intermediate case, similar to a Brownian motion), and α = 1.5 (smooth

field), then estimate the parameter vector ψα = (λ, a, θ)> by maximizing the composite and

Vecchia likelihoods for fixed α, and subsequently select the best value of α by cross-validation.

An extensive cross-validation study is hence conducted to compare the goodness-of-fit and

prediction performance of the different fitted models, obtained by (i) varying the value of

α ∈ {0.5, 1, 1.5}; (ii) considering the general anisotropic Brown–Resnick model or its isotropic
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restriction (with a = 1, θ = 0 fixed); and (iii) using different inference approaches (composite

or Vecchia likelihoods under different settings). Precisely, we leave out a validation set

consisting of about 10% locations (i.e., exactly 105 out of 1043), selected as the last 10%

locations from the maximum-minimum ordering (recall Section 3.1). This ensures that the

validation locations are well spread-out throughout the whole Red Sea; see Figure 6. Then,

we calculate the sum of the negative conditional log-density for each spatiotemporal point

from the validation set, given the values at its four closest neighbors from the training set

for the same temporal replicate. In other words, the (negative) log-score we consider is

S = −
n∑
i=1

∑
j∈V

log f(zi;j | zi;T (j); ψ̂α) (17)

where V is the index set of validation locations, T (j) is the index set of training locations

that are the four closest neighbors of the jth location sj, zi;T (j) is the corresponding obser-

vation vector from these neighboring locations from the training set, f is the Brown–Resnick

density, and ψ̂α is the estimated parameter vector (for fixed α), obtained for each infer-

ence method. Since we consider only four nearest neighbors to calculate the score (17), the

densities involved are of maximum dimension five, which is still computationally feasible.

The cross-validation results are reported in Table 5. Strikingly, the Vecchia likelihood

approximation is uniformly better than its composite likelihood counterpart, except in two

cases (d = 2, α = 1.5, using random or maximum-minimum ordering), which give slightly

worse results than the best composite likelihood estimator all settings combined. Overall,

the Vecchia likelihood estimator thus clearly outperforms the composite likelihood estimator

by a large margin, whatever the ordering (for Vecchia estimators) and cutoff distance (for

composite estimators). It is also interesting to note that composite methods in the isotropic

case do not even find that α = 1 is better than α = 0.5, while all other cases give strong

support for α = 1. Moreover, composite methods perform very poorly when α = 1.5, while

the fits are much more reasonable for Vecchia methods, suggesting that composite methods

are less reliable. In terms of computational time, reported in Table 6, the Vecchia likelihood

estimator is also often much faster than the composite likelihood estimator for fixed d. In
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particular, the Vecchia likelihood estimator with d = 2 only takes a few minutes to run,

and already outperforms the best traditional composite likelihood estimator in terms of its

log score, even when d = 3. Moreover, the increase in computational cost as the cutoff

dimension d increases is often very large for traditional composite likelihoods, but relatively

moderate for the Vecchia likelihood approach. Hence, the Vecchia likelihood estimator is

both statistically and computationally more efficient, and easy to implement, which provides

strong support for using it in practice.

Overall, our proposed inference approach based on the Vecchia approximation thus de-

livers excellent results. From Table 5, it is evident that the best results are obtained for

α = 1, with moderate but visible improvements in the anisotropic case. In the best case

(anisotropic model with α = 1, fitted using the Vecchia estimator with middle-out ordering

and four conditioning sites, i.e., d = 5), the parameter estimates are λ̂ = 113.69 km, â = 0.73

and θ̂ = 0.40, with 95% confidence intervals λ ∈ (98.49, 128.25), a ∈ (0.65, 0.79), and

θ ∈ (0.12, 0.50), obtained from a parametric bootstrap with 300 bootstrap replicates. These

confidence intervals are very similar to those obtained from the (computationally cheaper)

jackknife method: λ ∈ (96.85, 130.54), a ∈ (0.66, 0.80), and θ ∈ (0.29, 0.51). The confidence

intervals for a clearly exclude the value 1, suggesting the data are indeed anisotropic. Fig-

ure 6 displays the contours of the fitted bivariate extremal coefficient θ(h) = 1.1, . . . , 1.9 with

respect to the location at the center of the Red Sea, as described in (14), based on the best

model. The elliptical shape of the estimated contours is well aligned with the geometry of

the Red Sea, with stronger dependence along its main axis, which is physically meaningful.

To further compare the Vecchia and composite likelihood approaches, we study the

goodness-of-fit of the best-fitting models in each case by comparing the estimated bivari-

ate extremal coefficients, binned across distance classes, with their empirical counterparts.

Figure 8 shows the estimated extremal coefficients, plotted as a function of the Mahalanobis

distance d(s1, s2) =

√
(s1 − s2)T Â(s1 − s2) where Â is the estimated rotation matrix, for

the best isotropic and anisotropic models obtained using the Vecchia and composite ap-
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Figure 7: Binned bivariate empirical extremal coefficients (black boxplots), plotted as a
function of the Mahalanobis distance d(s1, s2), and their model-based counterparts (red
curves) for the best anisotropic models (left) and isotropic models (right) obtained using the
Vecchia likelihood approach (top) and traditional composite likelihood approach (bottom).
The settings of these four “best models” can be read from Table 5.

proaches. Notice that in the isotropic case, Â is simply the identity matrix, so that d(s1, s2)

is the Euclidean distance. While the models fitted using the Vecchia method capture the

spatial extremal dependence very well at all distances, the fits are poor when using the com-

posite likelihood approach, especially at long distances in the isotropic case. This strongly

reinforces the benefits of using the Vecchia likelihood estimator.

We then also compare the performance of the best anisotropic models (for both Vecchia

and composite likelihood approaches) by comparing empirical and fitted extremal coefficients
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along different directions, and for sub-datasets of different sizes. Specifically, in order to verify

the stability of the fitted models, we fit them again using (approximately) 50%, 25%, 12.5%

and 6.25% spread-out sites, chosen according to the maximum-minimum ordering, among

the 1043 sites from the complete dataset. Figure 8 shows plots of the estimated bivariate

coefficients for direction-specific pairs of sites in the different sub-panels, plotted against the

Euclidean distance between sites. More precisely, binned empirical estimates are compared

with model-based estimates for 12 prevailing directions, namely 15◦, 30◦, . . . , 165◦ (from the

East direction in a counterclockwise manner). Figure 8 shows the results for six selected

directions, and the Supplementary Material provides results for all 12 directions. Again, the

Vecchia likelihood estimator is able to deliver good and consistent performances in all cases,

while the composite likelihood estimator fails completely for some specific directions (see, e.g.,

the sub-panels corresponding to 15◦ or 75◦). These differences again prove the superiority of

the Vecchia method when compared to traditional composite likelihood methods.

6 Conclusion

In this paper, we have proposed a new fast and efficient inference method for max-stable pro-

cesses based on the Vecchia likelihood approximation, which significantly outperforms tradi-

tional composite likelihood methods. Unlike pairwise likelihood methods proposed originally

by Padoan et al. (2010) and later extended to higher-order truncated composite likelihoods

by Castruccio et al. (2016) and others, the Vecchia method provides a valid likelihood approx-

imation (i.e., it is itself the likelihood of a well-defined approximated process), thus giving

theoretical guarantees to provide improved results, and the number of lower-dimensional

likelihood terms involved in it remains linear in the data dimension D. Moreover, while

it is difficult to choose the cutoff distance δ and the cutoff dimension d optimally in trun-

cated composite likelihoods, the performance of the Vecchia likelihood estimator is often

only moderately sensitive to the choice of the permutation, and always improves as d in-

creases in the Gaussian and max-stable settings we have investigated. Therefore, overall,
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Figure 8: Binned empirical extremal coefficients (boxplots) and their model-based coun-
terparts (colored curves) for different directions, i.e., 15◦, 45◦, . . . , 165◦ (subpanels from top
left to bottom right), computed by fitting the best anisotropic models obtained with the
Vecchia method (blue curves) and the composite likelihood method (red curves) based on
sub-datasets of size 1, 1/2, 1/4, 1/8, 1/16× 100% of the complete dataset (lightest to darkest
color). The different shades of grey of the binned boxplots correspond to the number of data
points used in each boxplot, with darker grey corresponding to more points.

the Vecchia approximation method is uniformly better than traditional truncated composite

likelihoods, be it in terms of statistical efficiency, computational efficiency, ease of implemen-

tation, and tuning of parameters. We verified this conclusion in various settings, based on

(i) theoretical asymptotic relative efficiency calculations in the case of Gaussian processes,

(ii) extensive simulations in the case of max-stable processes, as well as (iii) a substantial

real data application to sea surface temperature extremes measured over the whole Red Sea

at more than a thousand sites. Our results thus suggest that the superiority of the Vecchia

likelihood estimator holds more generally and can be applied in other spatial contexts where

the likelihood function is intractable or difficult to evaluate in high dimensions. Finally,

while the cutoff dimension d cannot be too big for popular max-stable processes such as
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the Brown–Resnick model, we have found that the Vecchia approximation method already

provides satisfactory results for relatively small d, e.g., d = 3 or 4, providing a good trade-off

between computational and statistical efficiency and major improvements compared to the

pairwise likelihood case with d = 2.
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Appendix

A General expressions for the asymptotic variance in

the Gaussian case

We here derive the asymptotic variance of the composite likelihood estimator ψ̂C in (1)

for Gaussian processes. These general theoretical results are used in Section 3 and the

Supplementary Material to perform a formal efficiency comparison between the composite

likelihood estimator of order d, ψ̂C;d, and the Vecchia likelihood estimator, ψ̂V ;d, for different

correlation models. Our detailed results extend those of Stein et al. (2004).

In order to calculate the asymptotic variance V = n−1J−1(ψ0)K(ψ0)J−1(ψ0), we need

to derive the sensitivity matrix J(ψ) = E{− ∂2

∂ψ∂ψ>
`C(ψ;Z)} and the variability matrix

K(ψ) = var{ ∂
∂ψ
`C(ψ;Z)}. In case of the full likelihood estimator, we have J(ψ) = K(ψ),

thus the resulting asymptotic variance is n−1J−1(ψ0), and the expression is obtained by

setting wS = 1 for S = {1, . . . , D} in (1) and all other weights to zero. Suppose now that Z

has a multivariate normal distribution with zero mean and covariance matrix Σ(ψ). From
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(1), and writing ΣS(ψ) to denote the covariance matrix of the subvector ZS, it follows that

∂

∂ψi
`C(ψ;Z) = −1

2

∑
S∈CD

wS

(
∂

∂ψi
log |ΣS(ψ)|+Z>S

∂

∂ψi
Σ−1
S (ψ)ZS

)
,

− ∂2

∂ψi∂ψj
`C(ψ;Z) =

1

2

∑
S∈CD

wS

(
∂2

∂ψiψj
log |ΣS(ψ)|+Z>S

∂2

∂ψiψj
Σ−1
S (ψ)ZS

)
,

for all i, j = 1, . . . ,m. Now, because the trace is a linear and cyclic operator, we have that

E

{
Z>S

∂2

∂ψiψj
Σ−1
S (ψ)ZS

}
= tr

[
E

{
Z>S

∂2

∂ψiψj
Σ−1
S (ψ)ZS

}]
= E

[
tr

{
Z>S

∂2

∂ψiψj
Σ−1
S (ψ)ZS

}]
= E

[
tr

{
ZSZ

>
S

∂2

∂ψiψj
Σ−1
S (ψ)

}]
= tr

{
ΣS(ψ)

∂2

∂ψiψj
Σ−1
S (ψ)

}
.

This implies that the (i, j)th entry of the sensitivity matrix is

Ji,j(ψ) =
1

2

∑
S∈CD

wS

[
∂2

∂ψiψj
log |ΣS(ψ)|+ tr

{
ΣS(ψ)

∂2

∂ψiψj
Σ−1
S (ψ)

}]
. (18)

Moreover, thanks to the Gaussianity assumption, we have that

cov

{
Z>S1

∂

∂ψi
Σ−1
S1

(ψ)ZS1 ,Z
>
S2

∂

∂ψj
Σ−1
S2

(ψ)ZS2

}
= 2 tr

{
∂

∂ψi
Σ−1
S1

(ψ)ΣS1,S2

∂

∂ψj
Σ−1
S2

(ψ)ΣS2,S1

}
,

where ΣS1,S2 is the covariance matrix between the random subvectors ZS1 and ZS2 , and

ΣS2,S1 = Σ>S1,S2
. Therefore, the (i, j)th entry of the variability matrix is

Ki,j(ψ) =
1

2

∑
S1∈CD

∑
S2∈CD

wS1wS2 tr

{
∂

∂ψi
Σ−1
S1

(ψ)ΣS1,S2

∂

∂ψj
Σ−1
S2

(ψ)ΣS2,S1

}
. (19)

Expressions (18) and (19) involve derivatives of the log determinant and the inverse covari-

ance matrix, which may be conveniently expressed for all i, j = 1, . . . ,m as

∂

∂ψi
log |ΣS(ψ)| = tr

{
Σ−1
S (ψ)

∂

∂ψi
ΣS(ψ)

}
;

∂2

∂ψi∂ψj
log |ΣS(ψ)| = tr

{
−Σ−1

S (ψ)
∂

∂ψi
ΣS(ψ)Σ−1

S (ψ)
∂

∂ψj
ΣS(ψ) + Σ−1

S (ψ)
∂2

∂ψi∂ψj
ΣS(ψ)

}
;

∂

∂ψi
Σ−1
S (ψ) = −Σ−1

S (ψ)
∂

∂ψi
ΣS(ψ)Σ−1

S (ψ);

∂2

∂ψi∂ψj
Σ−1
S (ψ) = Σ−1

S (ψ)
∂

∂ψi
ΣS(ψ)Σ−1

S (ψ)
∂

∂ψj
ΣS(ψ)Σ−1

S (ψ)

+ Σ−1
S (ψ)

∂

∂ψj
ΣS(ψ)Σ−1

S (ψ)
∂

∂ψi
ΣS(ψ)Σ−1

S (ψ)

−Σ−1
S (ψ)

∂2

∂ψiψj
ΣS(ψ)Σ−1

S (ψ).
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Davis, R. A., Küppelberg, C. and Steinkohl, C. (2013) Max-stable processes for modeling

extremes observed in space and time. Journal of the Korean Statistical Society 42(3),

399–414.

Davison, A. C. and Huser, R. (2015) Statistics of extremes. Annual Review of Statistics and

its Application 2, 203–235.

Davison, A. C., Huser, R. and Thibaud, E. (2019) Spatial extremes. In Handbook of En-

vironmental and Ecological Statistics, eds A. E. Gelfand, M. Fuentes, J. A. Hoeting and

R. L. Smith, pp. 711–744. CRC Press.

Davison, A. C., Padoan, S. and Ribatet, M. (2012) Statistical modelling of spatial extremes

(with Discussion). Statistical Science 27(2), 161–186.

Dombry, C., Engelke, S. and Oesting, M. (2017) Bayesian inference for multivariate extreme

value distributions. Electronic Journal of Statistics 11, 4813–4844.

Donlon, C. J., Martin, M., Stark, J., Roberts-Jones, J., Fiedler, E. and Wimmer, W. (2012)

The operational sea surface temperature and sea ice analysis (OSTIA) system. Remote

Sensing of Environment 116, 140–158.

Einmahl, J. H. J., Kiriliouk, A., Krajina, A. and Segers, J. (2016) An M-estimator of spatial

tail dependence. Journal of the Royal Statistical Society: Series B (Statistical Methodology)

78, 275–298.

Engelke, S. and Hitz, A. S. (2020) Graphical models for extremes (with Discussion). Journal

of the Royal Statistical Society: Series B (Statistical Methodology) 82, 871–932.

35



Engelke, S. and Ivanovs, J. (2021) Sparse structures for multivariate extremes. Annual

Review of Statistics and its Application 8, 241–270.

Fraser, D. A. S. and Reid, N. (2019) Combining likelihood and significance functions. Sta-

tistica Sinica To appear.

Genton, M. G., Ma, Y. and Sang, H. (2011) On the likelihood function of Gaussian max-

stable processes. Biometrika 98(2), 481–488.

Guinness, J. (2018) Permutation and grouping methods for sharpening Gaussian process

approximations. Technometrics 60(4), 415–429.

Gumbel, E. J. (1960) Distributions de valeurs extrêmes en plusieurs dimensions. Publication
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